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Input—Output Stability Properties of Networked
Control Systems

D. NesSié, Senior Member, IEEE, and A. R. Teel, Fellow, IEEE

Abstract—Results on input-output £, stability of networked
control systems (NCS) are presented for a large class of network
scheduling protocols. It is shown that static protocols and a
recently considered dynamical protocol called try-once-discard
belong to this class. Qur results provide a unifying framework for
generating new scheduling protocols that preserve £, stability
properties of the system if a design parameter is chosen suffi-
ciently small. The most general version of our results can be used
to treat NCS with data packet dropouts. The model of NCS and,
in particular, of the scheduling protocol that we use appears to be
novel and we believe that it will be useful in further study of these
systems. The proof technique we use is based on the small gain
theorem and it lends itself to an easy interpretation. We prove that
our results are guaranteed to be better than existing results in the
literature and we illustrate this via an example of a batch reactor.

Index Terms—Disturbances, £, stability, networked control,
nonlinear, stability.

1. INTRODUCTION

OWADAYS, many control applications have some control

loops that are closed via a serial communication channel
that transmits signals from many sensors and actuators in the
system, as well as signals from other unrelated users that are
connected to the network. Motivation for using this setup comes
from lower cost, ease of maintenance, great flexibility, as well as
low weight and volume. For instance, this architecture is widely
used in automobiles and aircraft. This motivates research into
the emerging class of networked control systems (NCSs). The
main issue in NCSs is that the serial communication channel has
many “nodes” (sensors and actuators) where only one node can
report its value at a time and, hence, access to the channel needs
to be scheduled in an appropriate manner for a proper operation
of the control system.

NCSs are currently receiving considerable attention in the lit-
erature as illustrated by [2], [3], [8], [11], [15], [24]-[28], [30],
and the references listed therein. The area of NCSs is still in its
infancy and there are at least two areas where existing results can
be improved. First, most existing literature considers only stabi-
lization of linear NCSs whereas nonlinear NCSs have received
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little attention (with few exceptions, such as [25]). Second, most
results treat NCS without disturbances and we are aware only
of limited results on stability of NCS with disturbances, such as
the £, to root-mean-square stability of a class of NCS consid-
ered in [10] and results on input—output stability of linear jump
parameter systems in [6] that can be exploited for certain NCS
with static protocols. Also, in some cases it is possible to use
tools for linear sampled-data systems [7] for analysis and de-
sign of certain classes of linear NCS. In this paper we consider
input—output £,, stability of nonlinear NCS with disturbances.

We follow the method proposed in [25] and [26], in which
one first designs the controller without taking into account the
network and then in the second step one determines a design pa-
rameter called the maximum allowable transfer interval (MATT)
so that the closed loop remains stable when some control and
sensor signals are transmitted via the network. This approach
was shown to produce stabilizing controllers for linear NCS in
[25] and nonlinear NCS in [26]. Similar ideas were also used
to analyze mixed traffic wireless networks in [28]. These refer-
ences considered different types of network scheduling proto-
cols, such as static protocols, try-once-discard (TOD) protocol
(dynamic) and dynamic protocols that are using different types
of prediction algorithms [1].

Our main result states for a large class of protocols that if the
controller designed in the first step of the above described proce-
dure achieves £, stability in an appropriate sense, then for suf-
ficiently small values of MATI the NCS preserves £,, stability
properties. There are several important features of our result that
are worth mentioning. First, the model of NCSs that we exploit
appears to be novel, providing us with a very powerful tool to
describe a very general class of NCSs with static and dynamic
protocols in a unified and mathematically precise manner. We
believe that insights gained from this model will be very useful
for future work in this area. Second, our result is presented for
a very general class of static and dynamic protocols in a unified
manner. In particular, we show that both static and TOD proto-
cols are special cases of the general class of protocols we con-
sider. Moreover, our results can serve as a framework for gener-
ating new classes of protocols that have good properties. Third,
our proof is based on the classical small gain theorem and it is
very different from stability proofs provided in [25], [26]. More-
over, our proof distinguishes between static and dynamic proto-
cols and it relies on their intrinsic underlying features. Fourth,
the generality of our results permits analysis of networks with
data packet dropouts motivated in [30]. Last but not least, the
bound on MATT that we obtain has a very simple form and we
prove that it is better than the bounds obtained in [26] when our
result is specialized to the case of NCSs without disturbances. In
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particular, we show that £,, stability of the system is preserved
if MATI is smaller than (see Theorem 4)

1 <L+7>

—1In

L pL +~
where p characterizes the stability properties of the protocol and
it typically depends on the number of nodes £ in the network; L
characterizes the possible growth of the error between the real
values of inputs and outputs and their last transmitted values
via the network; -y is the £, disturbance gain that captures ro-
bustness properties of the system without the network. We show
that, even when using an estimate of the £,, gain that is the most
conservative one possible, the above bound is at least 2(¢ + 1)
times better than the bound in [26], [30] for linear NCSs with
TOD protocol and without disturbances, where / is the number
of nodes. Similarly, for the so called round robin (RR) static pro-
tocol our bound is at least 24/¢ + 1 times better than the bound
in [26], [30] for linear NCS. Our bounds compare in a similar
manner to the bounds from [25] for nonlinear NCS. Hence, the
larger the number of nodes in the network, the less conservative
our bound is when compared to the bound from [26]. This is
also illustrated via an example of an unstable batch reactor with
the TOD protocol considered in [26] where our results provide
1000 times larger bound on MATI than the bound obtained in
[26] even though £ = 2.

This paper is organized as follows. In Section II, we present
preliminary definitions and results. The model of the NCS that
we use is formulated in Section III. A large class of protocols is
defined in Section IV and it is shown that the recently considered
TOD protocol and static protocols belong to this class. Section V
contains results on £, stability of the error dynamics for the
protocols defined in Section IV. The main results on £, stability
of general NCS are presented in Section VI. Comparisons of
our bounds with existing bounds in the literature is presented in
Section VII and an example is given in Section VIII. Summary
is given in the last section. Several technical lemmas are given
in the Appendix.

II. PRELIMINARIES
A. Notation

R and N denote, respectively, the sets of real and natural num-
bers. R>( denotes the set of nonnegative integers. Given ¢ € R
and a piecewise continuous function f: R — R", we use the no-
tation f(¢1) := lims_+ s>+ f(s). All vector norms, denoted as
| - |, are Euclidean norms unless otherwise stated. The same no-
tation | - | is used for the induced 2-norm of a matrix. Given
a measurable, locally integrable signal ¢: [to,t] — R™ and
p € [1,00), we denote its £,, norm as follows:

/ o)

If p = oo, we denote the L., norm as follows:

leltos Il c,, =

lelto, Ul = ess sup [p(s)].
selto
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If () is defined on [ty, 00) and for some p € [1, ], there
exists K > 0 such that |[o[to, t]||z, < K,Vt > to > 0, then
we write ¢ € L,. A function 7: R>o — R is said to be of
class K, if it is continuous, zero at zero, strictly increasing and
unbounded. A function 5: R>o X R>¢9 — R>g is said to be of
class KL if for each s > 0 the function (s, -) is decreasing
to zero in the second argument and for each fixed ¢ > 0 the
function (-, t) is of class K. [ is said to be of class exp-KL
if there exist K, ¢ > 0 such that 8(s,t) = K exp(—ct). To
shorten notation we often use (z,%) := (27 yT)T.

B. Underlying Stability Theory

For the systems we consider in this paper, a monotonically
increasing sequence of times 5, € R>¢ is given where s € N
and t;, = 0. Moreover, we assume' that there exists ¢ > 0 such
thate < t,,, , —1,,,Vi € N. The systems are governed by the
evolution equations

‘T(tj) =h(i,z (ts,)) ()

where © € R™ and w € R™ are, respectively, the state and
disturbance input of the system. The trajectories of the system
are generated as follows. Let the initial time {5 > 0 be given
and let to € (t,,ts,,,). Then, from (t9,xo) and with a given
w(-), let z(-) be any absolutely continuous function satisfying
x(tg) = xg and & = f(t, 2, w) for almost all ¢ in some max-
imal interval of definition [to, to + Tp). We assume enough reg-
ularity on f and w(+) to guarantee that such a function exists
(see for instance [9]). If to + Ty < ts,, ,, then z(-) is a (not nec-
essarily unique) solution of (1) and [tg, to + Tp) is the maximal
interval of definition of this solution. If, on the other hand, ¢
is such that tq + Ty > t,,,, then x(-) is the solution of (1) on
the interval [to, Z,,, , |. Moreover, in this case we can extend the
solution of (1) beyond ¢, , by using the new initial condition
(ts,orh(i + 1,2(ts,,,))) and repeating the above procedure.
For initial times ¢y such that ¢ty = ¢,, for some 7 € N, we con-
sider as solutions what results following the previous procedure
from both (g, z0) and (to, h(i,x)). In this way, to each ini-
tial condition (g, 2;9) and each disturbance w(-) we associate a
(not necessarily unique) solution maximally defined on an in-
terval [to, to + T), where T' € (0, oo]. We use (-, to, Zg, w) to
denote such a solution. When (g, z¢) and w(-) are clear from
the context we use the shorthand notation z(+).

If for all x, to and w(-), all corresponding solutions are right
maximally defined on [tg, c0), then we say that (1) is forward
complete.

In addition to the evolution equations (1), we also usually
associate an output function

y=H(t,z,w) 2

where y € R™. We use notation y(-,to,zp,w) =
H(-,z(-,to, 20, w),w(:)) or shortly y(-) when (¢9,20) and
w(-) are clear from the context.

We use the following definitions for (1) and (2).

'We use this assumption to rule out the possibility of Zeno solutions.
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Definition 1: Letp € [1,00] and v > 0 be given. The system
(1), (2) is said to be £,, stable from w to y (with gain +y) if there
exists K > 0 such that forall £y > 0, ¢ € R"», w € £, and
each corresponding solution x(-), we have that

1ylto:tlllz, < Klwol +llwlto, tlll,, Yt € [to,to +T)

where [tg, to+T) is the maximal interval of definition of z(-). B

Definition 2: Letp, q € [1,00] andy > 0 be given. The state
z of (1) and (2) is said to be £, to L, detectable from output
y (with gain ) if there exists K > O such that for all ¢5 > 0,
zo € R", w € L, and each corresponding solution z(-), we
have that

lzfto, el ., < Klwol + [lylto, iz, + v llwlto, I,
Vit € [to,to+ T)

where [to, to+1) is the maximal interval of definition of z(-). B

Definition 3: Lety € K and 8 € KL be given. The system
(1), (2) is input-to-output stable (IOS) from w to y if for all
to > 0,z9 € R™, w € L and each corresponding solution
z(+), we have that

Vi € [to,to +T)
3)
where [to,to + T') is the maximal interval of definition of z(-).
If y = =z, then we say that (1) is input-to-state stable (ISS).
Moreover, if v(+) is a linear function, §(-,-) is an exp —KL
function and the system (1), (2) is IOS (ISS), then we say that the
system (1), (2) is IOS (ISS) with a linear gain and an exp —KL
function. [ ]
Definition 4: Lety € K and 8 € KL be given. The system
(1), (2) is input-output-to-state stable (IOSS) from (w,y) to x
if forall tg > 0, 9 € R", w € L, and each corresponding
solution z(-), we have that

ly()] < B(lzol t —to) + v ([Jwllc..)

z(t)] < B (lzol,t = to) + v (Ilwlto, 1l .. ) + v (lwlle.)
Vi € [to,to +T) (4)

where [to, to + T') is the maximal interval of definition of z(-).
Moreover, if v(-) is a linear function, 3(-,-) is an exp —KL
function and the system (1), (2) is IOSS, then we say that (1)
and (2) are IOSS with a linear gain and an exp —KL function. B

Now, we consider the feedback interconnection of two sys-
tems of the form (1), (2)

i = fi(t,x1,m0,w) € [ty te,]
Y1 :Hl(t7.’1717y27'UJ)
T (f;t) =hy (i7xl (tSi)) )

and

jj? :fZ(t7$17x27w) te I:ts,7ts,+1]
Y2 = Ha(t, y1, 22, w)
We present next two small gain theorems for systems with

jumps. The proofs of these results are very similar to the clas-
sical proof for systems without jumps and are therefore omitted.
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Theorem 1: Suppose that for some p € [1, 0], we have the
following.
1) System (5)is £, stable from (y2,w) to y1 with gain ;.
2) The state x; of system (5) is £, to £, detectable from
(y17 w) .
3) System (6) is £,, stable from (y,w) to y2 with gain 7».
4) The state o of system (6) is £, to £, detectable from
(y27 w)
5) The small gain condition holds, that is y1v2 < 1.
Then, the system (5), (6) is £, stable from w to (z1, z2). [ ]
Theorem 2: Suppose the following.

1) System (5) is IOS stable from (y2, w) to ;.
2) System (5) is IOSS stable from (y;,w) to z.
3) System (6) is IOS stable from (y;,w) to yo.
4) System (6) is IOSS stable from (y2, w) to 5.
5) The small gain condition holds, that is there exist a Ko
function p such that
(Id+ p) o~z o(Id+ p)ovi(s) < s Vs > 0.
Then, all solutions of the system (5), (6) are right maximally
defined on [tg, c0) (i.e., the system is forward complete) and
the system is ISS from w to (21, x2). Moreover, if all properties
in items 1)-4) hold with exp —K L functions and linear gains
71(8) = J1s and y2(s) = Fas for some 41, 2 > 0 and the small
gain condition /7 - 42 < 1, holds, then the system is IOS from
w to (x1, x2) with a linear gain and an exp —/CL function. H

We are often interested in stability properties of the system
(1) when w = 0. In particular, we use the following.

Definition 5: Consider system (1) and suppose that w = 0.
Let 5 € KL be given. We say that the system is uniformly
globally asymptotically stable (UGAS) if for all 2o € R™= and
all corresponding solutions z(+), we have that

|.Z’(t,t0,$0)| Sﬂ(|l‘0|,t—t0) Vtho 20
The system (1) is uniformly globally exponentially stable
(UGES) if the above holds with a class exp — /KL function 5. R

In order to relate £,, stability for some p € [1, 00) and UGES
we need the following definition (see [21]).

Definition 6: The origin of the system (1) with w = 0 is said
to be uniformly globally fixed time interval stable (UGFTIS)
with linear gain if there exist 7' > 0 and p > 0 such that, for
all to > 0, zg € R"» and the corresponding solutions z(-), we
have that

t—1p € [OT] — |£17(t,t0,£1?0)| < ﬁ|$0| @)

|

The following result relates £,, stability for some p € [1, o)
and UGES .2

Theorem 3: Suppose that the system (1) is £, stable from w

to x for some p € [1,00) and the origin of (1) with w = 0 is

UGFTIS with linear gain. Then, the system (1) with w = 0 is

UGES. u

2Theorem 3 was proved in [21] for systems without jumps. However, the
proof extends with minor changes to systems with jumps and it is therefore
omitted.
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Remark 1: We note that it is possible to assume a weaker
condition than UGFTIS with linear gain (if we assume that a
similar bound holds with a nonlinear gain) in Theorem 3 in order
to obtain the weaker conclusion that the system is uniformly
globally asymptotically stable (see [21, Sec. 3]). [ |

We emphasize that conditions of Theorem 3 exclude the case
p = oo. In order to conclude exponential stability from L,
stability we can use ISS like properties that we defined earlier.
In particular, a consequence of Theorem 2 is the following.

Corollary 1: Suppose that all conditions of Theorem 2 hold
and the system (1) is ISS from w to (x1,z3). Then, (1) with
w = 0 is UGAS. Moreover, if all conditions of Theorem 2 hold
with exp —KCL functions and linear gains, then the system (1)
with w = 0 is UGES. [ |

Finally, we present two different sufficient conditions for
UGFTIS with linear gain that can be used in conjunction with
Theorem 3. The proofs are given in the Appendix. We note that
under these conditions the system (1) is forward complete.

Proposition 1: Suppose that there exist L1, Lo, € > 0 such
that forallz € R",t €e Randz € N

|h(i,z)| < Lo|z| )
toryr — ta; > €. (10)

Then, the origin of the system (1) is UGFTIS with linear
gain. [ |
Proposition 2: Suppose the following.
1) System (1) is £, stable from w to y for some p € [1, c0].
2) The state z is £, to Lo, detectable from the output y.
Then, the origin of (1) with w = 0 is UGFTIS with linear
gain. ]

III. DEFINITION OF NETWORKED CONTROL SYSTEMS

In this section, we introduce a class of models with jumps that
we will use to describe NCS. We augment the model of NCS
proposed in [26] with an equation that describes the operation
of the scheduling protocol and we show that two protocols (RR
and TOD protocols) that were studied in [26] can be modeled in
this manner.

Let the sequence t¢s,, ¢ € N of monotonically increasing
transmission times satisfy € < ¢, i —ts; ST for all j € N
and some fixed ¢, 7 > 0. At each i, the protocol gives
access to the network to one of the nodes i € {1,2,...,¢}.
We adopt terminology from [26] and refer to 7 as the MATI.
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We consider general nonlinear NCS with disturbances of the
following form:

Q>
;’w
T~
8
v
H
Q
Q
=
g
~
m
=~
|

(11)

where xp and z¢ are, respectively, states of the plant and the
controller; y is the plant output and w is the controller output; ¢
and 4 are the vectors of most recently transmitted plant and con-
troller output values via the network; e is the network induced
error defined as

= (1010 (=),
a(t) — u(t) €

Note that if NCS has / links, then the error vector can be parti-
tioned as follows e = [e] el ...el']". The functions h, and h,
are typically such that, if the jth link gets access to the network
at some transmission time ¢5,, we have that the corresponding
part of the error vector has a jump. For several protocols, such as
the RR and TOD protocols (see Examples 1 and 2), we typically
assume that e; is reset to zero at time ¢}, that is e;(t}) = 0.
However, we emphasize that this assumption is not needed in
general and this will become clear in the next section.

‘We combine the controller and plant states into a vector x :=
(zp,zc) and using the error vector defined earlier e = (e, €,,)
and the equation shown at the bottom of the page, we can rewrite
(11) as a system with jumps that is more amenable for analysis

i=f(t,x,e,w)  VEE [ts_y,ts] (12)
é :g(t x, e, w) Vt € [ts,_y,ts,] (13)
e(t) = ) (14)

where x € R™, e € R", w € R™. In order to write (13),

we assumed that functions gp and g¢ in (11) are continuously
differentiable (this assumption can be relaxed). The meaning of
these equations is explained in the previous section [see (1)].
We also assume that (12)—(14) satisfies all assumptions that we
stated in the previous section for (1).

_(fp(t,xp,gc(t,
ft, 2, e10) = (fc (t,zc,gp(t,x
h,

()

<f p(t,zp,vc,gp(t,xp) + ey, go(t, s
fc (t,vp,zc,gp(t,xp)+ey, go(t,x

et )

g(t7 x? e‘r w) :

)+ €y, W ) - aaLtP(tﬂBP)
o) + ey,

gi’; (t,xp)fp (t,xp,g9c(t,zc)+eu, w))
w) =% (t,w0) - G4 (t, x0) fo (twe, gp(t, wp)+ey, w)
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We refer to (14) as a protocol. The protocol determines the al-
gorithm by which access to the network is assigned to different
nodes in the system. There are two types of protocols that are
considered in the literature: static and dynamic. For NCSs with
£ nodes, the static protocol assigns access to the network in a
predetermined and cyclic manner; that is, there exists a number
M > ¢ such that each node j € {1,...,¢} is granted access to
the network at transmission times Z5, , , , forall i € N and some
k € {1,...,M}. Note that in this case access to network does
not depend on the values of the error signal e(ts,) at transmis-
sion time ¢5,. On the other hand, dynamic protocols first take
measurements e(t,,) of the error every transmission time ¢,
and then use the measurement e(t,,) to compute which node
gets access to network based on an algorithm.

Results of this paper are applicable to a large class of static
and dynamic protocols. However, for illustration purposes we
will concentrate on two particular examples that have been
studied in [26]. In particular, we will consider a static protocol
of period ¢ and the TOD protocol that is a dynamic protocol
recently introduced in [26]. We next define A(-,-) in (14) for
these two important cases.

Example 1 (RR Protocol): We consider RR protocol as an
illustrative example for static protocols. Let there be ¢ > 1
nodes in NCS and let the protocol grant access to the network
to the node ¢ € {1,...,/} att, . forall j € N, that is
e(tt ) =0,Yj € N.In this case, we can write

Sitje

hive) = (I — A(i))e (15)
where A(7) = diag{A1(7), A2(7), ..., Ay(é)}. The square ma-
trices A (¢) have the dimension ny, with >, _; nx = n. and
Ag(i) = bx(i)1,, , where I, are identity matrices of dimen-

sion nj and
. 1,
5k(‘) = {0/
||

Example 2 (TOD Protocol): TOD protocol was recently in-
troduced in [26] and it operates as follows. Suppose that there
are £ nodes competing for access to the network. We can par-
tition the error vector as e = [e] el ...el]". The node i with
the greatest weighted error at time £, will be granted access to
network at tjj and, hence, we have that ei(tjj) = 0. We as-
sume that the weights are already incorporated into the model.
If a data packet fails to win access to the network, it is discarded
and new data is used at the next transmission time ¢, , . If two
or more nodes have equal priority, a pre-specified ordering of
the nodes is used to resolve the collision. This verbal descrip-
tion can be converted into the model of the form (14) where

ifi=k+j¢,j €N
otherwise.

he) = (I - W(e))e

and \1/(@) = diag{q/jl(e)lrn ) 1/}2(6)17127 cee ,1[1[(8)]1”} Inj are
identity matrices of dimension n; with Zﬁzl nj = n. and

1, ifj = min (argmax; |e;|)

wile) = {0, otherwise.
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Remark 2: 'We note that there is a strong interest in exploring
more general classes of protocols than (14). In particular, the
protocols of the form

e(th) =h(ia(ts,), e(ts,)) (16)
and
ﬁ(i + 1) =9 (i777(i>7$ (tSi) € (t8i>)
e(ts,) =h(i,n(i),z (ts,) e (ts,)) (17)

appear to be of interest. For instance, if we want to use some
type of dynamic prediction algorithm in order to decide which
link should be given access to the network then the model (17)
can be used to represent such protocols (see [1]). In this paper,
we concentrate on the particular special case (14), but we be-
lieve that the approach we take can be extended to more general
situations such as (16) and (17). |

Remark 3: In all our examples we will assume that f p=0
and fc = 01in (11) in order to be able to compare our results
with the existing results in the literature where this was also
assumed (see, for instance, [26]). [ |

Remark 4: Our results apply to a more general situation
when (13) is replaced by

é :g(t‘,x:e:w:n(j - 1))

n(i) = (j.nG - 1),e (t))

where 7)(+) defines an integration flag. The integration flag can
be used to cover multiple cases for how e evolves in between
the transmission times. Two such situations are described here.

Discrete transmission: If a component e; () of the error vector
is set to zero by the scheduling protocol at some transmission
time ¢], thatis ¢;(¢} ) = 0 and the network is such that ¢;(t) #
Ofort € [ts,,ts,,,), we donot need an integration flag to model
this case.

Continuous transmission: If a component e;(-) of the error
vector is set to zero by the scheduling protocol at some trans-
mission time ¢}, that is ¢;(t}) = 0 and the network is such
that e;(t) = 0 for ¢t € [ts,,t5,.,), then we can model this sit-
uation using an integrations flag. In particular, each component
9i(t,z, e, w) would be multiplied by a component of the inte-
gration flag 7;(j — 1). This flag would be equal to one except
when it corresponds to the component of e most recently set to
zero, in which case it would be zero. [ |

IV. LyaApuNov UGES PROTOCOLS

In this section, we define a large class of protocols and show
that the RR protocol in Example 1 and the TOD protocol in Ex-
ample 2 belong to this class. Hence, our presentation is unifying
for seemingly different existing protocols. On the other hand, we
will show that all protocols that belong to this large class will
preserve important £,, stability properties of the system for suf-
ficiently small values of MATI. Therefore, our results provide
a framework for generating genuinely new classes of static and
dynamic protocols whose performance is guaranteed for suffi-
ciently small MATIL.
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Note that the protocol (14) is a mapping that specifies how
errors at transmission times ¢, are mapped to errors at times t;’; .
Note that the protocol does notrelate errors at times £, and 5,
and, hence, we can not say that (14) is a discrete-time system.
However, we will find it very useful to introduce an auxiliary
discrete-time system of the form:

e(i+1)=h(ie(q))

and refer to it as a discrete-time system induced by the protocol
(14). Sometimes we abuse the terminology and refer to (18)
simply as a protocol. Central to this paper is the following class
of protocols.

Definition 7: Let W:N x R — Rx>q be given and suppose
that there exist p € [0,1) and a1, a2 > 0 such that the following
conditions hold for the discrete-time system (18) for all : € N
and all e € R"«:

ieN (18)

arle] <W (i e) < azlel
W (i + 1, h(i,e)) < pW(i,e).

(19)
(20)

Then, we say that the protocol (14) is uniformly globally expo-
nentially stable (UGES) with Lyapunov function W'. ]
Remark 5: Note that the system (18) and Examples 1 and
2 motivate the classification of protocols into linear and non-
linear. Indeed, it is easy to see that all static protocols induce
a time-varying linear system (18), whereas for the TOD pro-
tocol we have that (18) is time-invariant and nonlinear. As far
as we are aware, this classification of protocols has not been pro-
posed in the literature yet. However, it is very important since
it uncovers why analysing dynamic protocols (which are typi-
cally nonlinear) is harder than analysing static ones (which are
linear). [ ]
Remark 6: Note that Definition 7 does not make any reference
to the NCS (12) and (13) and, hence, it captures intrinsic proper-
ties of the protocol itself. It appears that this is a novel approach
to viewing protocols that has not been considered previously in
the literature. The underlying tool that enabled us to extract this
important definition is the model of NCS (12)—(14) that we use
and, in particular, the model of the protocol itself (14). The uni-
fying results of this paper illustrate the utility of our approach.
Hence, we believe that using the model of NCS in the form
(12)—(14) and viewing the system in the way we propose will
be very useful for many other problems in this area. [ |
It is a well-known fact in the literature that the conditions (19)
and (20) are equivalent to uniform global exponential stability of
the system (18). Indeed, using standard discrete-time converse
Lyapunov theorems, we can state the following.
Proposition 3: The following statements are equivalent:

1) There exist a, K > 0 such that for all e(kg) = e, with
eo € R™< the trajectories of (18) satisfy

|6 (ki e(ko))| < Ke™** ) Je(ko)|  Vk > ko > 0.
2) The system is UGES with the Lyapunov function:

where ¢(k,1,e) denotes the solution of (18) at time &
starting at time ¢ and initial condition e.
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Remark 7: It is possible to define Lyapunov uniformly
globally asymptotically stable (UGAS) protocols with Lya-
punov function W by relaxing (19) and (20) in the following
way. Suppose there exist functions «y, ag, g € Koo and W:
N x R™ — Rx>q such that the following holds for all 7 € N
and all e € R™<:

ay (le]) W (i e) < az(le]) @D
W (i +1,h(i,e)) = W(i,e) < —az(le]). (22)

We analyze properties of NCS with UGAS protocols in a forth-
coming paper [22]. ]
We next show that the protocols considered in Examples 1
and 2 are UGES with appropriate Lyapunov functions.
Proposition 4: The RR protocol in Example 1 is UGES with
the Lyapunov function?

In particular, we can take a3 = V¢ and
p=+/(L=1)/L. [ |

Proof: Consider (14), where h(i, e) comes from Example
1. Consider the Lyapunov function:

oo

V(i./ 6) - Z |¢(k72 €)|2

k=1

(23)

where it is obvious that |e|> = ¢2(i,i,e) < V(i,e) forall e €
R"<, ¢ € N. Moreover, note that ¢(¢ + i,4,e) = 0 forall: € N
and all ¢ > £. Using this and also the fact that |h(é,e)| < |e],
we can write that V (i,e) < f|e|® forall e € R™,i € N.
Furthermore, we have that

V(i+1,h(i,e)=V(i,e)+ Y |¢(k,i,e)|2—2|¢(k,i,e)|2

k=i+1

:V(i, e) + Z |¢(k7i> e)|2

k=i+1

= > lb(kyise)* = |ef?
k=i+1
=V(i,e) — e
/-1

= TV(i,e)

(24)
for all e € R™ and all : € N. Finally, with the definition
W (i,e) := 4/V(i,e) we can obtain by direct calculation that
(19) and (20) hold with a1 = 1, a3 = V2, p = /(£ = 1)/,
which completes the proof. [ |

Proposition 5: The TOD protocol in Example 2 is UGES
with the Lyapunov function W (i,e) := |e|. In particular, we
cantake a; = ax = land p = /(£ — 1)/L. ]

3This choice is motivated by discussion in Proposition 3.
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Proof: 1t is obvious that (19) holds with a; = ay = 1
since W (i,e) = |e|. Consider arbitrary e and suppose without
loss of generality that |e;| > max;e[2,¢ |¢;| and hy(i,e) = 0.
Then, we can write

¢
1 1
2 _ 2s 2 12 — Zel2. 25
leal” = xmaxc lej[” 2 5 ;:1 ;17 = 7 le] (25)
Using the properties of TOD protocol, we can write

¢ ¢
h(i,e)* = b o) = lejI* = |ef* = les|*. (26)
=2 =2

Finally, using (25) and (26), we have

Wi+ 1,6,0) = 80, 0)] < el = Tz =[5 e
-1

= \/;W(i,e)

which completes the proof. ]

Remark 8: Note that both RR and TOD protocols are actu-
ally finite-time dead-beat stable and this is a stronger property
than UGES. However, we are allowing for more general (UGES)
protocols, such as those that cut an error in half at each trans-
mission time, rather than setting the error to zero.

Furthermore, it is possible to obtain a range of other Lya-
punov functions to show UGES of the RR or TOD protocols.
For example, consider the TOD protocol with ¢ nodes and de-
fine the Lyapunov function to be a p-norm of the error vector e
with p € [1, c0), that is

o=

W,(i,e) := (Z |ei|p)

Using the result of Proposition 5 and the equivalence of different
norms, we obtain that (19) holds. By carrying out similar anal-
ysis like in the proof of Proposition 5, we can also see that (20)

holds with
1
[t —=1\"
r=\— .

This flexibility is very useful since some Lyapunov functions
may turn out to give less conservative values for MATI that
guarantee stability of the system (see results in the next two sec-
tions). However, for simplicity of presentation we will always
use the Lyapunov functions from Propositions 4 and 5 when
analysing the RR and TOD protocols respectively. ]

V. L, STABILITY PROPERTIES OF ERROR DYNAMICS WITH
UGES PROTOCOLS

In this section, we show that protocols that are UGES with
Lyapunov function W induce £, stability for the error dynamics
subsystem (13) under relatively mild conditions on W and error
dynamics (13). In particular, we show that it is enough that W
is Lipschitz in e uniformly in 2 and ¢ in (13) satisfies a linear
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bound in e, x, w uniformly in ¢. Results of this section are cru-
cial in showing £, stability of NCS that is addressed in the next
section. Moreover, results of this section are proved for the im-
portant situation of data packet dropouts that was motivated in
[30]. The result for the case without dropout is obtained as a
corollary of the result with dropouts. However, we present the
result without dropouts first since it is easier to understand and
interpret.
Proposition 6: Consider the NCS (12)-(14) and suppose the
following.
1) The protocol (14) is UGES with Lyapunov function W
that is locally Lipschitz in e, uniformly in .
2) There exists L > 0 such that for every ¢ € N, all £, z, w
and almost all e we have that the following holds:

(P gt ecw)) < LG )+l @)
where : R" x R"» — R is a continuous function of
(z,w).

3) The MATI satisfies 7 € (¢, 7%), where 7% =
(1/L)In(1/p), p > 0 comes from item 1 and € € (0, 7*)
is arbitrary. In particular, if L = 0 we have

.1 1
7™ = lim —In (—) = 0.
L—0 L p
Then, for each p € [1,00] the system (13) is £,, stable
from y to W with the gain

exp(Lt) —1

7T (1 —pexp(LT)) 28)

In particular, if L = 0, then

. exp(L7) — 1 T
v = lim =
L—0 L(1 —pexp(LT)) 1—p

Moreover, the system is IOS from g to W with the gain

(28) and an exp —KCL function. [ |

Remark 9: When an output y is preconceived, the following
bound may be easier to obtain than (27):

< oW (i,€)

Thq(hx, e,w)> < LW (i, e) + cly| (29)

where ¢ > 0. In this case, we usually redefine the output y := cy
and then it is obvious that (27) holds. This observation is used
in several examples presented below. |

Remark 10: Note that item 3) of Proposition 6 requires
MATI to be sufficiently small. The bound on MATI in item 3)
depends only on two parameters: i) convergence properties of
the protocol (the constant p that comes from item 1); and ii)
the system properties with respect to the given protocol (the
constant L in item 2). Moreover, the £, stability gain +y in (28)
depends on p, L and 7.

Similar bounds were obtained in [25] and [26] to guarantee
stability of the overall NCSs with static and TOD protocols.
However, there are several differences between our results and
those in the cited references. First, we consider a more general
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case of systems with disturbances. Second, we split the analysis
of the overall system into analysis of the error dynamics (13) and
closed-loop system dynamics (12), which is normally not done
in the references. Hence, the cited references never prove the
result similar to Proposition 6 that talks only about the properties
of the error dynamics. However, since Proposition 6 uncovers
the main mechanism that is used in proving stability of NCS, it
is very important conceptually. Third, the result we state holds
for a much larger class of protocols than those considered in
the references. Fourth, we will prove in the next section that the
bounds we obtain are much less conservative than the bounds
obtained in the references when our results are applied to the
special case of systems without disturbances. ]

Remark 11: All conditions of Proposition 6 are checkable.
Indeed, we have already demonstrated in the previous section
that item 1) of Proposition 6 can be verified for important cases
such as the RR and TOD protocols. Item 3) is easy to estab-
lish via items 1) and 2). Item 2) is also not hard to verify in
many cases as the following discussion illustrates. Typically,
we want to establish £,, stability from (z, w) to e. In this case,
note that item 2) follows from Remark 9, (19) and the following
conditions.

i) There exists L1 > 0 such that for almost all ¢ € R™< and
all 2 € N we have

oW (i
‘M < Ly (30)
de
ii) There exists Lo, > 0 such that for all 2z € N,
t € [ts;,ts,,,], and all  and w we have
gty ew)| < Ly (el + ol + |wl) . 3D

Indeed, we only need to define § := L1 La(z7 w™)T and (29)
follows with . = Lq Ls. We note that (30) is equivalent to the
requirement that W is globally Lipschitz in e uniformly in 7 (via
the Lebourg’s Lipschitz Mean Value Theorem [5, Th. 2.3.7]).
This property is satisfied for the W’s we have proposed for the
RR and TOD protocols. The following two examples illustrate
this remark in more detail and show that taking L. = L Lo might
be quite conservative. ]

Example 3: Consider the linear NCS system with the RR
protocol

T =A11x + Apge (32)
e = Azlfli + A226 (33)
e (th) =h(i.e(t) (34)

where h(-, -) was defined in Example 1. Let the Lyapunov func-
tion W (4, e) come from Proposition 4. Note that since the RR
protocol is dead-beat stable in £ steps, the Lyapunov function
W can be written in the following manner:
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where D(i) :=
are identity matrices of the dimension n; with n, = ) =11
and a;(7) are time varying coefficients that satisfy the fol-
lowing: For any ¢ € N and any j € {1,2,..., ¢} there exists a
unique k € {1,2,...,¢} such that

a’(i) = k.

We also introduce a(i) := (a1(i) az(i) ... a¢(i))?. A simple
consequence of the aforementioned property of a;(4) is that, for
all 7 € N, we have

|a(i)|., := max |a;(i)| = V. (35)
J

Also, we will denote in this case y := \/ZAglx and show that
item 2) of Proposition 6 holds. With this notation we can write
for almost all e

i)é|

J Ao + A22€> < |D(3)

D(i)(AQQ@ + A21$)|
(4)
(4)

A226| + |D(L)A21217|
(36)

= |
< |D(4
In the worst case, we can further bound (36) as follows:

(i)

0) et A22e> < Ja(i)]. |Ass le] + 191

< VI Ass|le] + |9
< VI Az |D(i)el + 3]

= LW + |j 37)

where L = \/¢| Ay, | and the second last inequality follows from
the fact that aj(¢) > 1forall j € {1,2,...,} andi € N.
This shows that in general item 2) of Proposition 6 holds with
L = V| Ay,|.

Moreover, in the special case when D(i)Ass = A9 D(7)
(e.g. Ay is block diagonal), we can obtain a tighter bound that
is needed in the case study in Section IX. Indeed, we can bound
(36) in the following way:

oW (i,e ) ]
<%: Aoy + A22€> < [A22D(i)e| + 9]
< |Ags| |D(ie| + 3]

= LW + . (38)

This shows that for the special case item 2) of Proposition 6
holds with I = | Ags]. [ |

Example4: Let Amax(A) denote the maximum eigenvalue of
a symmetric matrix A. Consider (32)—(34), where the protocol
(34) is the TOD protocol from Example 2. We use W (i, ¢) = |¢|
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and J = Asjx. Then, noting that e’e = |e|> = W2, we can

write for almost all e
< OW (i,e)

1
= —(GTAQQG + BTAzl."I))

s Aoz + A226>

(S
)

w
0.5 1
= W (eTAng + eTAQQG) + WGTAmZE
1 efe el
S max {5/\max (AgQ + A22) .,0} W + W . |A21ZE|
— LW + [g]. (39)

This shows that item 2) of Proposition 6 holds with
L = max{(1/2)Max (A5 + As2),0}. [ |

VI. RELAXED UGES PROTOCOLS

Now, we introduce a more general problem of NCS with data
packet dropouts. We state and prove a result similar to Proposi-
tion 6 for this more general case and Proposition 6 becomes a
simple corollary of this more general result. Data packet dropout
may occur in NCS for various reasons, such as malfunction of
the node (sensor or smart actuator) or message collision. While
most protocols are equipped with transmission retry mecha-
nisms, they can only retry for a limited time. After this time has
lapsed, the data is “dropped” and a new data collected. Dropping
old data may be advantageous for the operation of NCS since
the delays in the network can be potentially reduced in this way.
However, NCS can cope with limited data loss and quantifying
the effect that data loss has on stability and performance is an
important issue in analysis of NCS.

We will model data packet dropout by slightly changing the
condition (20). In particular, we use the following inequality
instead of (20):

W('I;-}-l./h(@@)) < pi+1W(iae> (40)
which holds forall e € R and 7 € N, where p; > 0,Vi € N. If
there is a packet dropout at transmission time ¢, , then typically
we set p;+1 = 1, since due to the dropout we can not expect
improvement in the error at time ,,. For example, the error
may not change at all at transmission time ¢, in which case
e(t;,) = e(tt) and this corresponds to setting p;41 = 1. In the
ideal situation without dropouts, p; = p € [0, 1), Vi and, hence,
we recover (20). For the purpose of generality, we also allow
situations where the p; is different from 1 and p.

In what follows, we use the following notation. Given p; > 0,
L > 0and 7 > 0 we introduce \; := p; exp(L7) and for any
two integers ¢ and j with 2 < j we define \;_,; 1= A;--- ;.
We use the convention A¢;41)—,; = 1. For nonnegative integers
k < m, we define

m m
O frm = Z /\(k+1)—>s; Objm +— Z /\(s+1)—>m
s=k s=k

O frm =

(41)

O frgim:-
-1}
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Note that oy, > 1 and o3,,, > 1. We also use ¢(t) =
exp(Lt) for t € [0,7] and [|[0,7]||¢, for p € [1,00) and
ll¢[0, 7]||z.. » where the notation was explained in the Prelim-
inaries section. Note that if \; = pexp(L7) < 1, we can then

establish the upper bound

p—1l 1

max {Ubkm,afkm,abkil Ef”km} < Ry pexp(LT)'

The main result of this section is presented next (the proof is
given in Section X).
Proposition 7: Consider the NCS (12)-(14) with a given
MATI 7 > 0 and suppose that the following conditions hold.
1) Inequalities (19) and (40) hold, where W is locally Lips-
chitz in e, uniformly in .
2) There exists L > 0 such that for every ¢ € N, for almost
all e and all (¢, z,w) we have that the following holds:

(42)

oW (i,¢e)

<T7g(t,$7e,w)> S LW(Z/e) + |g| (43)

where : R" x R™» — R is a continuous function of
(z,w).

Let L, p and 7 from items 1 and 2 generate oy, , 0v,, . and
T f.,. - If for some p € [1, 00) there exists ¢, > 0 such that

p—1 1

P =P
Cp 2 b O f

Vm >k >0 (44)

km
then (13) is £,, stable from ¢ to W with gain~y, = ¢, (exp(L7)—
1)/ L. If, on the other hand, there exists co, > 0 such that
Coo > Oy, Ym>k>0 45)
then (13) is L, stable from y to W with gain v, =
Coo(exp(L7) — 1)/L. Finally, if (45) holds and there ex-
ists o > 0 such that
o>05, Ym >k >0
then (13) is IOS stable from gy to W with gain v, and an
exp —KL function. [ |
Remark 12: Notice that the gain v, depends on three param-
eters: MATI (i.e., 7), stability properties of the protocol with
dropouts (the sequence p;) and maximum growth of W between
consecutive transmission times (the constant ). In particular,
the result allows p; > 1 for some 2 € N and this covers the
case of multiple packet dropouts. Indeed, as long as bounds
(44) or (45) hold (and this may happen in the case of multiple
packet dropouts), we can conclude £,, stability from Proposi-
tion 7. Notice also that ||¢[0,7]||z, = (exp(L7) — 1)/L is of
order O(7) and, hence, if there exists 7{ > 0 such the quantity
o,(f:;l)/pﬁ}ii is bounded forall 0 < k < mandall 7 € (0,77),
then given any K,,, p € [1,00] there exists 75 € (0,7y) such
that inequalities (44) and (45) hold for all 7 € (0,75 ). In other
words, we can arbitrarily reduce the £, gain from y to W by
reducing 7. This situation holds always for the case without
dropouts and it is crucial in establishing results on £, stability
of NCS in the next section. ]
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VIL. £, STABILITY PROPERTIES OF NCS WITH
UGES PROTOCOLS

In this section, we present the main results of this paper which
show that under mild conditions UGES protocols induce £, sta-
bility of NCS for sufficiently small values of MATI. The proofs
follow directly from Theorem 1. In the next section we concen-
trate on the class of linear NCS without disturbances that were
considered in [26] in order to establish that our main results
(Theorem 4) yield, in general, much less conservative bound on
MATI than the bound obtained in [26]. This clearly illustrates
the improvements that can be obtained using our results even
when there are no disturbances. The example that is presented
in the next section illustrates further this important point.

We first present the case without dropouts.

Theorem 4: Consider NCS (12)—(14). Suppose that the fol-
lowing conditions hold.

1) Inequalities (19), (20) and (27) with § := H(x)+ w hold.

2) System (12) is £,, stable from (W, w) to H(z) with gain

~y for some p € [1, 0]
3) MATI satisfies 7 € (e, 7*) where

. 11<L+7>
T = —In
L pL + ~

€ € (0,7*) is arbitrary, L > 0 comes from (27) and p > 0
comes from (20). In particular, if L = 0, then

L+~ ) _1—p
pL 4 v
Then, the NCS is £, stable from w to (H(z), W (i,e)). ®

A direct corollary of Theorems 1, 3, and 4 is for the case when
p € [1,00).

Corollary 2: Suppose that for some p € [1,00), the fol-
lowing hold.

(46)

=

1) All conditions of Theorem 4 are satisfied and conse-
quently the NCS is £, stable from w to (H(z), W (i, ¢)).
2) The NCSis £, to L, detectable from (H (z), W (i,e)) to
(z,e).
3) The origin of the NCS is UGFTIS with linear gain.
Then, the NCS with w = 0 is UGES.
Remark 13: Note that Proposition 6 requires MATTI to satisfy
T < (1/L)In(1/p) =: 7. Hence, it appears that we should
require in (46) that 7* < 7. However, we did not write this
since the bound 7* in (46) is always smaller than 77". [ ]
‘We present the result for the case with dropouts.
Theorem 5: Consider NCS (12)—(14). Suppose that the fol-
lowing conditions hold for some given 7 > 0 and p € [1, x0].

1) All conditions of Proposition 7 hold with § := H(z) +w
so that the system (13) is £,, stable from (H(z), w) to W
with gain ;.

2) System (12) is £,, stable from (W, w) to H(z) with gain
Y2-

3) The small gain condition holds, that is y1v2 < 1.

Then, NCS (12)—~(14) is £, stable from w to (H(z),W). =

Remark 14: We note that conditions of Theorem 5 are
relatively hard to check since we have taken a deterministic
approach to analysis of stability of NCS with dropouts. More
natural conditions would probably require stochastic analysis

where dropouts are modeled by a random process with certain
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mean and variance and the conditions of the theorem are stated
in probabilistic terms. This problem is an interesting topic for
further research. u
We can also state the following.
Theorem 6: Consider NCS (12)—(14). Suppose that the fol-
lowing conditions hold.
1) Inequalities (19), (20) and (27) with § := H(z)+ w hold.
2) System (12) is IOS stable from (W, w) to H(x) with gain

.
3) MATI satisfies 7 € (¢, 7*) where

. 11 <L+7>
7™ :=—In
L pL +~

€ € (0,7*) is arbitrary, L > 0 comes from (27) and p > 0
comes from (20).
Then, the NCS is I0S stable from w to (H(z), W(i,e)) with
linear gain. ]

Theorem 7: Consider NCS (12)—(14). Suppose that the fol-

lowing conditions hold.

1) All conditions of Proposition 7 hold with § := H(x) 4+ w
so that the system (13) is IOS from (H(x),w) to W with
gain ;.

2) System (12) is IOS from (W, w) to H(x) with gain .

3) The small gain condition holds, that is 1y, < 1.

Then, NCS (12)—(14) is IOS stable from w to (H(z),W). m

A consequence of Theorem 7 and Corollary 1 is as follows.

Corollary 3: Suppose the following.

(47)

1) All conditions of Theorem 7 are satisfied and, hence, the
NCS is IOS from w to (H(x), W).

2) The NCS is IOSS from (H(z), W) to (z,e).
Then, the NCS is ISS from w to (z, ¢) and, in particular, when
w = 0, the NCS is UGAS. If all the aforementioned properties
hold with exp —KCL functions and linear gains, then the NCS is
exponentially stable when w = 0. [ |

Remark 15: Note that our results cover the case where the
system (12) is only UGAS when w = 0, and in this sense we
generalize results of [25] that hold only for (12) that are UGES
when w = 0. However, we do require the system to have a
linear gain. An example of a system that is UGAS in absence
of disturbances but that has a linear gain is given by

i =—a3+uwd

which can be seen by using the Lyapunov function V(z) =
(1/4)x*. By direct calculations we have V' < —(1/2)2® —
(1/2)]z|3(Jz]* — 2|w|?), which implies that

1 . 16 1 E]
|x|223|w|:>V§—§:L’ :—5( V(z))=.
Using [14, Th. 5.2], we can conclude that the system is ISS with
the linear gain. [ |

A. Special Case: A Constant Transmission Interval

In this subsection we show that if the NCS has a constant
transmission interval (thatis ., ., —#,, = 7 = const, Vi) then
the model (12)—(14) induces a discrete-time model that can be
used for analysis of systems properties. In this sense, NCS with
a constant transmission interval resemble standard sampled-
data systems (see calculations that follow). Moreover, if both
the system and the protocol are linear, then our results are not



1660

needed since the stability bound on MATTI can be determined by
an eigenvalue computation.

To make this observation more precise, consider (12)—(14)
and assume that there exists 7 > 0 such that ¢, — t,, = 7,
Vi € N. For simplicity, we assume that there are no exoge-
nous disturbances, that is w(-) = 0. Consider now the sequence
of transmission times f;" By integrating (12) and (13), we can
write the following equations:

(st (1) e (15)
(1 (1),

(48)
(49)

z (t5i+1) =
€ (t5i+1) =

where F' and G are, respectively, solutions of (12) and (13)
at time t4, , starting from initial time ¢, and initial state
(z(t1), e(tl)). Note that since t,,,, = t,, + 7, we can rewrite
these equations as follows:

Q=

Sit1

2 (tons) = F (74t (1) e (1 (50)
(51)
e(t5i+1) :G(T—}_tsi?x(t-—;)’e(t:—i)) (52)

with obvious definitions of F' and G. Note also that z(t]) =
x(ts;), Vi € N and by using (14) we can write:

x(t:H):F(T-i-tsnx(tj:)?e(t-:)) 43)

() =h 416G (4 ot (1) e () 59

which is a discrete-time system that describes the NCS at trans-
mission times ¢ .

If the underlying continuous-time dynamics of NCS is non-
linear, then the first difficulty is that it is not possible to compute
the model (50) and (51) exactly as this requires analytic solution
of a nonlinear ordinary differential equation. On the other hand,
a range of approximate discrete-time models that approximate
(50), (51) can be found by using standard numerical integration
methods such as Runge—Kutta. Tools for analysis of the exact
discrete-time model (53), (54) via its approximate models are
developed in [16]-[19] and can be used in this context.

On the other hand, if the continuous-time NCS dynamics
is linear time-invariant and we use a protocol with linear dy-
namics, such as the RR protocol, then (53), (54) takes the fol-
lowing form:

v (th,,) = Fuw (t1) + Fooe (£) (55)

e (th,)) =Fauli)e (1) + Fa(i)e (t)  (56)
where Fb;(7), Fao(i) are periodically time varying matrices.
Tools for analysis and design of periodically time-varying linear
systems are well developed (see [6], [7]) and they can be used di-
rectly in analysis of NCS via its discrete-time model (55), (56).
Moreover, in this case one can compute analytically the bound
on MATT that preserves stability.

Finally, we remark that for the case when w % 0 we can use
results from [29] to conclude about L, stability of the system
from UGES of the underlying discrete-time model of the system
with w = 0.
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VIII. COMPARISON WITH EXISTING RESULTS

We now show that our results (when specialized to analysis
of exponential stability for systems without disturbances) yield
much less conservative bounds than those obtained in [25] for
nonlinear NCS and in [26], [30] for linear NCS.

A. Summary of Existing Results

The following class of nonlinear systems was considered in
[25]:

& =f(t,z,e)
e=g(t,z,e) (57)
where also the shorthand notation is used
Z = h(t,2) (58)
with z = (27 eT)T. Lipschitz constants for f, g and h are

denoted respectively as k¢, k, and kj,. The following class of
linear systems was considered in [26] and [30]:

T =A11x + Arze

é =Agx + Agxge 59)
where also the shorthand notation is used
2= Az (60)

with z = (27 €T)T.

It is supposed in [25] that there exists a continuously differ-
entiable Lyapunov function V' such that the system (57) satisfies
forall z € R"=

alz)? <V(ta) < eolof? (61)
ov. oV 9
4 (L < -
o + o f(t,z,0) < — cs|z] (62)
oV
‘a‘ §C4|1’| (63)

where c1, c2, c3, ¢4 are positive constants. A similar condition
was used in [26] and [30] for the linear system (59). Indeed,
it was assumed that for some positive definite and symmetric
matrix () there exists a positive—definite and symmetric matrix
P that solves the Lyapunov matrix equation:*

AL P+ PA, = —Q. (64)

It is obvious that (64) implies that (61)—(63) are satisfied for the
linear system (59) with V(z) = 27 Pz and

C1= )‘min(P) Co= /\max(P) C3= Amln(cg) C4= 2Amax(P)-

(65)

Moreover, note that, for linear systems, we can (conservatively)
let

kn = kr =ky = |A|. (66)

A bound on MATT that guarantees the stability of the linear

system (59) with the RR and TOD protocols was obtained in

4Results in [26] are only presented for the special case ¢) = I. The result
with general () is presented in [30].
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[26] and [30] We denote bounds computed in [26], [30] respec-
tively as 7'01 d R and 7'(3(? D for the RR and TOD protocols. Results
in [26] and [30] do not distinguish between different protocols
and, in particular, it is obtained that 7% ld = TTI(?D Similar re-
sults were obtained in [25] for nonlinear systems (57) with the
RR and TOD protocols. Again, it is obtained for nonlinear sys-
temsS that Tﬁf} = T(;II(?D. The bounds in [25], [26], [30] can be
written in the following way:

LRR _ _TOD _ s
Told = Told MU+ Vkpkpes

(67)

where the value of the constant M is different for the linear
and nonlinear systems. Using the results in [25], we have for

nonlinear systems that
3 [
( C_2 + 1) .
C1

M = MNL =16 (2>
1

On the other hand, in [26] and [30], the following is obtained

for linear systems:
/\max(P)
1
W ) e

L )\max(P )
M = My, := 8\/ Noin(P)
and in the linear case the meaning of all constants in (67) is
explained by (65) and (66).
Remark 16: We note that results in [26] provide the same
MATI bound for both RR and TOD protocols, that is 7.1 9P =
7BR_Our bounds are, on the other hand, different in general We
point out that the real stability bounds for different protocols will
be typically different and hence our result appears to be more
natural. Example in the next section illustrates this point very
well, where it is shown that the “real” stability bound® for the
batch reactor with the TOD protocol is 0.089 s and the stability
bound for the same system with the RR protocol is 0.0657 s. &

(63)

B. Conservative Estimates of Our Bounds on MATI

In this section, we provide very conservative lower bounds
(estimates) for the bound on MATI obtained using our main
result. Since our bounds distinguish between different proto-
cols, we first present the calculations for the RR protocol and
then explain the changes needed to obtain the bound for the
TOD protocol. Our calculations are presented only for the non-
linear system (57) since the result for the linear systems (59) is
obtained as a special case of the nonlinear result by using (65)
and (66).

Repeating calculations from Example 3 and using the fact that
W (i,e) > |e| from Proposition 4, we have for the RR protocol
that

(P gt con) Y < Vb (el + 1ol) < LW (i) 17
(70)

SNote that we do not use different notation for MATI bounds for linear and
nonlinear systems, although they are different in general. This is because it will
be always clear from the context which bound we are talking about.

6In the case of constant transmission time intervals. The TOD bound is ob-
tained via simulations of the system and the bound for RR protocol is determined
using an eigenvalue computation (see Remark VII-A).
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where we denoted

L:=tky, §:=Lx. (71)
Using (62) and (63), we obtain
ov. oV ov. oV
T %f(t,m,e) =5t %f(t,x,o)
ov
+ % (f(t,I,@) - f(f,fL‘O))
< — ca3lw|® + cakgl| - el (72)

By integrating, dividing by c3 and using the Holder inequality,
we obtain

v cak
= fto, 1][%, < ( o /| e
V 1 C ]i}
S ( (0)> + anf ||$[t07t]||£>
C3 €3 )
lefto, ]l ¢, - o

This is a quadratic inequality in ||z [to, ¢]|| z, - Note that for arbi-
trary quadratic inequality of the form as? — bs — ¢ < 0 with a,
b, ¢ > 0 and s > 0 we have that

b—l—\/b2 + 4ac
b+b+\/4a

<b+ \/_ (74)
Hence, using (73) and (74), with s = ||z[to,t]l|z,, a = 1,
b = (C4k‘f/03)||€[t07t]||52 and ¢ = (V(d?(to))/Cg), we can
write that

V (z(t))

to,1 <
leto.tll, < /22 +

(75)

C4kf
to, 1
L lelto. e,

which shows that the gain from e to x is equal to ., =
(caky/c3). Using (71) we have || < L|z| = V/fkj,|2| and since
we also have that |e| < W (%, e), this implies that the gain from
Wtogisy = ywy < Lex = (\/ZC4]€fkh/C3). Now, we use
our formula for MATI and the fact thaty < L(cqks/c3) to write

ngljv:lln(Lﬂ):lln(M),
L pL 4+~ L p63+04kf

Using the mean value theorem and the expression for p from
Proposition 4, as well as the fact that p < 1, we can write

< c3 + C4]€f
pcs + caky

(76)

) = In(c3 + caky) — In(pes + caky)

> M (77)
c3 + C4k’f

Using the mean value theorem again, we can write
Qo VEVEET, 1 1
VI T avivi 2
Hence, from (76)—(78) and the definition of L., we obtain
SRR 5 (1—pes (1-=p)es S ¢

new = L(Cg + C4kf) - LC4kf - 2L£C4kf
C3

- 24304kf]€h ’

(78)

(79)
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TABLE 1
SUMMARY OF COMPARISONS OF OUR RESULTS WITH EXISTING RESULTS

Linear Systems [26], [30]

>0 BT (A )

RR Protocol

TOD Protocol

%>2(€+1) ’\':ﬁf%( ﬁ%+l)

Nonlinear Systems [25]

ol

RR Protocol

(Va+1)

e > 847 (2)

3
TOD Protocol ?

(Va+1)

,,_TOD e
Told 2 8(Z+ 1) (é)

Calculations for the TOD protocol follow exactly the same
steps except that (70) holds with . = kj, instead of L = \/Zkh
as in (71) and we define y using (71) with the new L. Note that
the value of p is the same for the RR and TOD protocols (Proposi-
tions 4 and 5) and that we have also |e| < W (i, e) and, hence, the
only difference is in the value of L. With this small change and
following the same calculations as before, we obtain that

RR €3
Toew 2 Spc (80)

Finally, using (67)—(70) and (80), we obtain the comparisons
of our bounds to results in [25], [26], and [30] that are summa-
rized in Table 1.

We now analyze the results in Table I. Consider linear systems
with the TOD protocol (the second row in the table). First, note
that (Amax(P)/Amin(P)) > 1 and in the extreme case we have
(Amax(P)/Amin(P)) = 1. Assume that this “best” case holds.
We obtain that

TOD
new
TOD
old

>4(0+1)

and, hence, for the simplest nontrivial case / = 2 we have that
our bound is at least 12 times less conservative than the bound
in [26]. Moreover, the larger the number of nodes /, the less
conservative our bound when compared to the one in [26]. In
particular, as £ — oo

TOD
Thew

TOD
Told

Forinstance, if / = 10 we have that our bound is at least 44 times
larger than the bound in [26]. Suppose now that / is fixed. In this
case, we have that the larger the ratio (Amax(P)/Amin(P)), the
less conservative our bound is compared to the bound in [26].
In particular, as (Apax(P)/Amin(P)) — oo we have that (81)
holds.

The formulas presented in Table I used a range of con-
servative bounds of 719P and 7RE that will not be needed

new

— OQ.

(81)
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in particular examples. Hence, we can expect that the ratio
(7 IOD /710D is much larger than what the above discussion
may suggest. Indeed, the example in the next section considers
exactly this situation and we obtain that (1 Z9P /729P) = 1000.

Similar observations hold for nonlinear systems and/or the
RR protocol cases from Table I. The only difference is that for
the TOD protocol (TRR /7B arows slower with # because of
the extra v// term in the denominator (see the formulas in the

second and fourth rows of Table I).

IX. CASE STUDY: A BATCH REACTOR

To further illustrate that our results improve considerably re-
sults of [26] even in the case when there are no disturbances,
we consider the unstable batch reactor example considered in
[26]. The linearized model of an unstable batch reactor is a
two-input—two-output NCS that can be written as

tp = Apxp+ Bpu; y=Cpxp
where
1.38 —0.2077 6.715 —5.676
Ap = —0.5814 —4.29 0 0.675
P= 1.067 4.273 —6.654 5.893
0.048 4.273 1.343 —2.104
0 0
5.679 0
Br=1113 —3.146
1.136 0

101 -1
CP_(O 10 0)'

This system is controlled by the PI controller whose transfer

function is
0 2542
K(s) = ( —55—8 6

with its state-space realization

tc = Acxzc + Bey; u= Ccxzc+ Dcy

0 0 0 1
te= (0 0) = (V)

2 0 0 2
co==(5 &) pe=-(50)

Assuming only that the outputs are transmitted via the net-
work, we have that e = y — y and using computations similar
to those used to obtain [26, eq. (1)], the equations we need to
consider take the form:

and

T _ All A12 xr
-G e
where
Air = Ap+ BpDcCp BpCc Aus = BpDc
11 — BC’CP AC 12 — BC
Ay = —(Cp 0)A11 Ay =—(Cp 0)A;s.
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TABLE 1I
SUMMARY OF BOUNDS ON MATI THAT GUARANTEE STABILITY

TOD protocol

Definition Notation | Value [sec]
simulation based actual bound on MATI (with random t5,) obtained in [26] | 7297 0.06
simulation based actual bound on MATI (with equidistant ¢,) TFoD 0.089
theoretical bound on MATI computed in [26] TIOD 105
theoretical bound via Theorem 4 T:;?UD 0.01
RR protocol
Definition Notation | Value [sec]
analytically computed actual bound on MATI (with equidistant ) TRE, 0.0657
theoretical bound on MATI computed in [26] THE 10-%
theoretical bound via Theorem 4 TRE 0.0082

TOD protocol: We first compute’ the Lo gain for the x sub-
system from the input e to the “output” § := Asix, which is
v = 15.9222. Note that since W (e) = |e| the gain from W to
7 is bounded by . Using Proposition 5 we see that the TOD
protocol is UGES with Lyapunov function W (e) = |e|, where
for two nodes (£ = 2 since we have two outputs transmitted via
the network) we have that p = y/1/2 & 0.7071. Furthermore,
using Example 4 we have that the error subsystem satisfies the
bound

<8W(i,e) (83)

T,g(t,x,e,w)> < LW + 3|
where L = Apnax(0.5(AL, + Ags)) = 15.73 and Apax(+) de-
notes the maximum eigenvalue of a matrix. Finally, using our
Theorem 4 and Corollary 2 we obtain that the NCS is UGES for
all MATI 7 € (0,7I9P), where

? T new

1. (L
Tl = —1n< +7> ~ 0.01.
’ L pL +~

The theoretical bound on MATT obtained using results in [26]
for which NCS remains stable is 7 € (0, 759P), where 7190 ~
1075 s [26, p. 443]. The simulations with randomly generated
transmission times ¢, reported in [26] showed that the system
remains stable for the values of MATI 7 € (0,7.L9D), where

rand
7TOD ~ 0.06 s. Note that

rand
TOD TOD
T, T,
new rand
e & 1000 and 229 ~ 6,
old new

Hence, our result yields a theoretical bound on MATI that is
about 1000 times less conservative than the bound obtained in
[26]! This is only about 6 times more conservative that the real
bound on MATT observed in simulations. We have also carried
out simulations for the case when transmission times ¢, are
equidistant and we obtained a slightly larger value for the MATI
for which stability is preserved 7290 ~ 0.089 s and, hence, our
result is slightly more conservative for this situation.

Finally, we remark that if we assume that both outputs and
inputs are transmitted via the network, then we can use equa-
tions (1) in [27] as the appropriate model of NCS. Using the

"Computation of £, gains was done using the g-synthesis toolbox in
MATLAB.

same computations as above for the new model, we obtain MATI
7" = 0.0089 s. See Table II.

RR protocol: Suppose now that RR protocol is used for the
same system. In this case, it turns out that the Lyapunov function
from Proposition 4 takes the form

where a5(i) = 1 or2for j = 1,2 and all i € N. This implies
that max{a (i), a2(i)} < /2 (see Example 3). Moreover, the
error system has the diagonal form:

é1 =15.73e1 + f1
éz = 1135862 + f2

where (f1 fo)T := Agiz. In this case, we let § := /24017

(note the difference with the ¢ defined in the case of TOD pro-

tocol). As a result, we can show that for almost all e we have
< OW (i, e)

—7g(t7x‘,e7w)> S Lw + |g|

Oe (84)

where L =~ 15.73 is the same as in the previous example (see
the (38) and the surrounding discussion). The slight difference
between the definition of 4 in (83) and (84) gives the gain from
W to the newly defined 7 equal to v; = vv/2, where v ~
15.2222 was computed in the previous example as the gain from
W to As;x. Finally, using our Theorem 4 and Corollary 2, we
obtain that the NCS is UGES for all MATI 7 € (0, 7RE), where

? ' new

1 (L
AR Ly (ZET) 00082,
’ L pL+m

Assume now that the transmission times are equidistant. Using
the procedure described in Remark VII-A it was computed for
this situation that 7RR = 0.0657 s. Hence, we have that

cons

RR
Tconst ~ 8

RR

new

which means that our theoretical bound is only about eight times
more conservative than the real bound obtained from analytic
calculations.
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X. PROOFS OF MAIN RESULTS

Proof of proposition 7: Case p € [1,00):

Let tg > 0 be given and let £ € N be such that t, €
[tsy>ts...)- In the analysis that follows we denote tq as t,, to
simplify the notation in the proof.

Since (27) holds for all (¢, z, w) and almost all e, then for all
integers 7 and almost all ¢ we haves:

Ly (i e(t)) < LW (i, e(8)) + 13l

dt (83)

Applying standard comparison lemmas to the aforementioned

inequality, we get that for all 7 and all § € [ts,,,, ] we have
W (i,e(0)) < exp (L (0 —ts,)) W (i.e (t])))
9
+ /exp L6 —s))|u(s)|ds. (86)
Define
n = (exp(=L7) [l¢[0,7ll,) ™ (87)

Using (86) with f§ = ¢, , and Holder’s inequality, we can write
(see the calculations in [14, pp. 265-266])

W (ise (tsirr)) < exp (L (tsyy — 1)) W (ise (£))

ts; 14

+ / exp (L (ts,,, — 8)) 9(s)| ds

< exp(L)W (i, e (£1)) + lol0, 7l

&
S

<[ e (L (b =) i) ds

t

s

exp(LT)W (

IN

e(th)) + GXI)(LT)%

(88)

- |lelo, 7']||L1 ||U sirtsi ||L

Using (88), L > 0, definition \; := p; exp(L7) and (40), we
get that, for each nonnegative integer ¢

w (z—l— Le (tjﬂ))

< Nigt (W (ise (tF)) +exp(Lr) ™

exp(Lr)} o0l il e,

= e (W (ine (1)) +n it tel,) - 69)

8This follows from the discussion in [23, pp. 99-100]. Indeed, since W is
locally Lipschitz we have that w (i, e(t)) exists and is equal for almost all ¢
to the one-sided directional derivative. Moreover, it is known that the Clarke
generalized directional derivative W° (e; g(t, x, e, w)) upper bounds the one-
sided directional derivative. Finally, from item 5 in [23, p.100], we have that if
((OW (i, e)/de), g(t, x, e, w)y < LW(i,e) + |g| holds for almost all e and
all t, z, w, then we have that for all ¢ and almost all t we have that W (4, e(t)) <
We(e; g(t, v, e,w)) < LW(i,e(t)) + |g(t)|.

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 49, NO. 10, OCTOBER 2004

It follows by iterating that, for each nonnegative integer k and
each integer 7 > k

W (i.e (8)) < Agern—iW (k. (£5,))

+n Z AG4+1)—i

i=k

(90)

7|

Combining (86) and (90), we see that W(-,e(-)) is bounded
by two terms, one involving W (k, e(t} )) and one involving a
summation of terms involving ¢(+). From the triangle inequality
for signal norms, we can compute a bound on the £, norm of
W (-, e(+)) by computing bounds on the £, norms of the two
pieces separately.

Term involving W (k, e(t} )): To handle the term involving
W (k,e(tt)) we set § = 0 and we get, for each integer i > k
and all 0 € [t 1,5, ],

w (7’7 6(0)) < exp (L (0 - tsi)) )‘(k-l-l)—)iW (k, € (tst))

oD
and, for all i € {k,...,m}

- tsi )p

Integrating and summing, we get for all ¢ € [ts, , s, ]

W (i,e(0)) < (0 BN g1y =W (ke ()"

92)

W [t 11, < 0,715 o tog, W (koe (6,))"
(93)
and, thus

W [t Ao, < o

(kse(6,)) -

Terms involving §(-): To handle the terms involving () we
set W (k, e(t} )) = 0 and we get, for each integer i > k and all
0 € [tSq' ? tSz‘+1]

[0, 7]l ., W (94)

W (i,e(0)) < exp (L (6

i—1
ts))m Z )‘(j-l-l)—»i
j=k
)

i eyt e, + [ exv (26 =) lio)l s, 09)

t

Case: 0p,,, = 1 In this case, for each i € {k,...,m} and
J €{k,...,i— 1} we have A\(j11)—; = 0 and so we have, for
z+1]

0 p

W (i, e(6))” < / exp (L(8 — ) |i(s)| ds

te.

Sq

(96)

Integrating, using [14, p. 266] on each time interval, and sum-
ming we get

W [tse, tllz, < llel0, 7z, N9t HI1z 7
p r
and so, since oy,,, = land oy, > 1,
=1l 1
W ltsistllle, < 0v), 75, 100071, 19 (s L, - 98)
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Case: 0y,,, > 1 We will use the two facts about the (convex)
function s — s? given in the Appendix. Using Fact 2 in the
Appendix, it follows from (95) and L > 0 that

-1
W (i, 6(9))1” < ( Obkm 1 exp(LT)>p exp (L (0 —ts,))
O'bkm . .
Z )‘(J+1)—”i ||7] [ts]- ) tSj+1] “LP
j=k
0 p
+op! / exp(L(6 — s)) |[5(s)|ds | . (99)
ts.

i

Like before, when going from (96) to (97), when we integrate
and sum the last term in (99) we get the bound

oA

For the first term, integrating and using the definition of 7 in
(87), we get the bound

P
Obim
Obi —

[0, 7]|IZ

bk m

~1
) e,

P
Z A= [ Tty te, 0]l (100)
Using Fact 1 in the Appendix, we have
i—1 p
Z AG+1)—i H?J (s ts,] ||£p < (oby,, — 1)p_1
j=k
i1
X Z A1) ||7 [ts, ts, 0] Hip (101)
j=k
Now, summing we get
m—1i—1
Z /\(J-‘rl )—i Yy [t5j7t5j+1
i=k ]:k
Z G |9 [ts b ][I
j=k i
< (Ufk,m = 1) 1 [t 111, - (102)

Combining (100)—(102) it follows that integrating and summing
the first term in (99) we get the bound

ob @ — 1) [0, 7,

It now follows that

19 [t 81112

-1 /— —1
W Lt 1, < (o8 Fp = 1)+ )
< 10, T, 113 e 11

=Lt 1
= (i h el 7l

- p
X1 [tss L, )

This establishes the result for p € [1, 00).
Case p = oo:

(103)
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This proof is carried out in a very similar way as the previous
case but it is stated here for completeness. First, notice that (90)
holds, where the 7 := exp(—L7)]||¢[0, 7]||z, - Combining (86)
and (90), we again obtain that W (-, e(-)) is bounded by two
terms, one involving W (k, e(t} )) and another involving 7(-).

Term involving W (k, e(t] )): We again set § = 0 and then
we see that for each integer 7 > k and all 0 € [t,,,t,,, ] we
have that (91) holds. By taking supremum and summing all the
terms, we obtain

W {ts 8l ..

Terms involving §(-): We again set W (k, e(tf )) = 0 and
get, for each integer i > k and all € [t,,, 5, ,]

R

<0 f lo[0, 7]l . W (K,e(t)) . (104)

i—1
W (i,e(6)) < exp (L (0 = ts.)) 0 Y AGj1)—i
i=k
) N9 [tesstor] |l o
6
+ / exp (L(0 — 5)) [§(s)] ds (105)
ts,
i—1
< el0, 7]l 2, Z/\(j+1)—>i Yy [t5j7t5j+1] ||£(,C

j=k
g lts il ) -

By over bounding and summing the term in brackets, we obtain

W TEsps ]l

which completes the proof by combining (104) and (107).
Finally, we prove the statement about the KL function. For

this purpose for any ¢ € R we define [a] := min{i : i €

Z,a < i}. The following claim is needed to prove the result.
Claim 1: If ¢ > 0 is such that, for all mm > k

(106)

< b, 910, 7N 2, N9 [Esis . (10T

= Akt (108)
s=k
then, for all 7 > k
Arsy—i < (W) 7F20 (109)
where
1
1\ 22
A= <§) < 1. (110)

Proof of the claim: We first note that, according to (108),
for all /5 > /4

Al +1)—t, < 0. (111)
For future reference, we define
T := [207]. (112)

Then, it also follows from (108) that, for each k, there exists
j€{k,...,k+T* — 1} such that

a

A1) < T (113)
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(If not then take m k + T* — 1 and note that there would
be T* terms in the summation in (108) and each term in the
summation would exceed o /7™ so that the sum would exceed
o.) We conclude that, for each k

Aet)—i <o Vi€ {k,... . k+T" 1} (114)
and
o 1
A(h41) = (k4T —1) = A(k+1)—j * AG41)— (k+T* —1) < FUS %
(115)
By induction, for each integer k and each integer ¢
1\
/\(k+1)—>i < <§> o Vie{k+({—-1D)T" k+4T" -1}
(116)
and
1\ ¢
A(k41)— (ke —1) < <§> . (117)

Finally, using the relationship between 4 and £ in (116), which
is that

1—k
L> 118
2 (118)
the inequality (116) can be rewritten as
ik
1\ ™
Mg < <5> 20 (119)
which establishes the claim. |
Now, we complete the proof. Let ¢ € [t,,,ts,, ] andi > &k >

0 be arbitrary. Then, we have that ¢t — ¢, < (i —k+ 1)7. Using
the claim and (91) and since A* < 1, we can write that

W (i, e(t)) < exp(LT)A(kg1)—iW (b, e (ts,))
< exp(L7) 3 (A7) 12010 (ke (12,)
< exp(LT)20

t—ts,

< ST () =40 (ke (1)
exp(LT)20 —c(t —tg,
= (/\*) exp( ( . A))W(k,e(tsk))
where ¢ := — In(\*), which completes the proof. ]

Proof of proposition 6: 1t follows directly from proof of
Proposition 7 and the bound (42). [ ]

XI. CONCLUSION

We presented results on £, stability for NCSs that apply to
a general class of scheduling protocols. Our results generalize
those in [25], [26] since they apply to general nonlinear systems
with disturbances that may have data packet dropouts, as well
as a more general class of protocols than those considered in the
references. In particular, we show that the static and TOD proto-
cols considered in [25] and [26] belong to the class of protocols
that we considered. Moreover, our result can serve as a frame-
work for generating new protocols that have good properties.
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Our proof technique, which is based on the small gain theorem,
and the model of NCS that we use appear to be novel. We illus-
trated via an example considered in [26] that our results produce
several orders of magnitude less conservative results than those
obtained in [26].

APPENDIX
Fact I: 1 a; > Oforall j € {1,... i} and Yi_ a; < 0,
then for all z, such that z; > 0 forall j € {1,...,4}

i

E aij

i=1

p .
< P! Zajzf. (120)
j=1

|
Proof: From Holder’s inequality, we have that for cv,, > 0
and 8, > 0

7

1
i i P %
S <Dk ) (Do
n=1 n=1 n=1

1 1
<—+—,=1,1§pS00>-
p p
: . V5 39 L
Fact 1 follows by letting a; = a;'"z; and 8 = a;'" . |
Fact 2: 1f 4 > 1, then, forall z; > 0,22 > 0
p—1
(w1 + w2)” < (%) o} + Pk, (121)
|
Proof: Follows directly from Fact 1 by letting s = 2, z; =
u/(w = 1)@y, 22 = pxs, a1 = (0 —1)/p, a2 = 1/p. u
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